wiz Solution Brief )
Wiz Defend: Solution Brief

Wiz Defend enables the Security Operations team to detect and respond to cloud threats in real time, leveraging the
power of the Wiz Security Graph to correlate signals across the cloud environment — ranging from runtime signals from
our lightweight sensor, to cloud-native telemetry, to identity providers, version control systems, and more — and drive
down mean time to respond.

Key Capabilities

PREPARE INVESTIGATE
Automatically map your visibility — Automated threat timelines, blast

over both runtime and control plane radius graphs, and more. Hunt for
— and ensure you're ready to respond threats and surface cloud context to
to an incident. get to the bottom of alerts faster.

DETECT

High fidelity cross-layer threat
detection across runtime, data,
identity, and network.

RESPOND

Cloud-native containment, workload
level process termination, forensics,
and more: stop threats and remediate
root causes.

The Last Line of Defense in the Wiz Cloud Security Platform

Wiz Code Wiz Cloud Wiz Defend
Secure Cloud Development Manage Security Posture Respond to Cloud Threats
Secure every stage of your SDLC to Agentless visibility & risk Analyze cloud events and lightweight
gain visibility & prevent risks in code, prioritization that proactively eBPF-based sensor telemetry to
pipeline, registries and images reduces the attack surface protect against real-time threats

Dev Cloud Security

Root Cause Analysis For Risks Real-Time Detection And Response
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Cloud Incident Response Readiness

Collect What Matters Most to Prepare for the Worst

The Challenge

For security operations and incident response teams, the cloud generates huge amounts of real-time
telemetry — but ingesting and writing detection rules is extremely challenging with traditional SOC tools.
Logging configurations drift, leaving organizations with blind spots, and it's difficult to know what telemetry is
most important to detect and respond to cloud threats.

During an Incident, We Ask... Before an Incident, the Reality Is...

* Where are the logs? * Logs are too expensive

* Do we store what we need? « Telemetry configurations constantly drift from policy
* Do | have runtime visibility where | need it? « Teams struggle to understand which telemetry is

* How do | know who did what? critical

The Wiz Defend Solution

Ensure you're collecting the logs you need: eliminate blind spots with a real-time asset inventory and
telemetry gap analysis, with coverage benchmarked against the MITRE ATT&CK matrix to optimize your
collection for your specific threat model

© Wiz Defend provides actionable neentReadiness R :
recommendations for improving real-time . - - gl - LI °02 .
visibility, prioritized by security impact ———______ = s

© The platform provides automated code \ & - ————— oo
snippets and remediation options, enabling = || —
security and infrastructure teams to work Tptoncoteton s

together more effectively

loudTrail management events and global service logging should be enabled  +1Points

@ Wiz Defend continuously monitors for logging
drifts, enabling organizations to continuously

E Data —_—

close visibility gaps —

8% % DynamoDBLogs

Getademo =~



https://wiz.io/demo

wIZ Solution Brief )

Multi-Cloud Threat Detection

Eliminate Cloud Detection Engineering

The Challenge

e Cloud detection engineering is far too manual - organizations spend years building custom rules, only to
end up with partial coverage

e Cloud detection knowledge and talent remains incredibly difficult to find

e Existing SecOps tools, like SIEM, aren’t built for the cloud environment, and don’t support the cloud-
specific behavioral analysis required to detect cloud threats

e Multi-cloud environments drive unparalleled complexity, and organizations struggle to maintain detection
parity across CSPs

The Wiz Defend Solution

.%\ Runtime 2;;:23;2'92;2' Unusual SSH connection to a pod @
© Save time and effort developing and
. . e . 07:19:43PM  g;spicious connection to IMDS @
maintaining custom rules, with thousands of
cloud-native detection rules curated by
the Wiz Threat Research team @ Data Plane 02:35:47AM  Unusual exfiltration activity from an S3 bucket
fayjiz2024 with sensitive data

© Reduce noise with our innovative blend of
detection logic combined with cloud-specific £ CSP Control Plane 032609 AM g0t ifecycle Policy Applied to an S3 Bucket &
behavioral analytics, all normalized by the
Wiz Security Graph, for high-fidelity alerts

03:31:42 AM

May 1, 2024 Versioning Suspended for S3 Bucket <>

© Integrate data from all the tools in your () 8 Control Plane 95267 PM  Greate Deployment ©
environment, like ticketing systems, identity
providers, and more to bring context and

VCS & Cl/CD 03:4103AM o . ) )
i ili - picious PR pushed and merged outside working hours €
explainability to alerts O

Q:':E \dPs 2;}?31;0224 Admin Sign-In From Unusual Country %

11:48:03 AM

April 19, 2024 Country Switch Within Session $&
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Investigation & Threat Hunting

Get Context You Need to Respond Faster

The Challenge

e The complexity of the cloud environment makes it next to impossible to get a real-time view of an attack
in progress

* Security teams struggle to gather enough context to triage quickly and effectively and correlate data
across runtime, identity, data, and control planes

e Acquiring and analyzing forensic data requires specialized knowledge and deep understanding of CSP
APls

The Wiz Defend Solution

Get the context you need to resolve alerts faster. Wiz Defend eliminates manual cloud data correlation and
endless SIEM querying, enabling operations teams to quickly and easily answer key questions in an alert

investigation.
@ Automatica”y Correlate thousands Of Cloud Data exfiltration attempt from sensitive S3 bucket originating from an EKS container « -
. . . Timeline (UTC) 20 []
events from disparate sources including o
audit logs, service level logs, and numerous — —
others to condense data into a single —

orR29PM g New SSH connection to EKS container

attack timeline

07:19:43PM
hpasaanas Data exfiltration attempt from sensitive S3 bucket originating from an EKS container s~
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Application Endpoint

GitHub Pull Request CircleCl Workflow ~ Kubernetes Deployn
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Multi-Cloud Threat Detection

Eliminate Cloud Detection Engineering

The Challenge

e Cloud detection engineering is far too manual - organizations spend years building custom rules, only to
end up with partial coverage

e Cloud detection knowledge and talent remains incredibly difficult to find

e Existing SecOps tools, like SIEM, aren’t built for the cloud environment, and don’t support the cloud-
specific behavioral analysis required to detect cloud threats

e Multi-cloud environments drive unparalleled complexity, and organizations struggle to maintain detection
parity across CSPs

The Wiz Defend Solution
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Cloud-Native Containment & Response

Stop Attacks and Uncover the Root Cause of the Incident

The Challenge

e Cloud attacks are automated and efficient, and teams need to contain an emerging threat in minutes to
prevent business impact

* Forensic evidence often resides in ephemeral resources, and without advance preparation, necessary
data for root cause analysis can be unrecoverable

e Remediation often requires tracing activity back to vulnerabilities in code, and working with
development teams to implement fixes

The Wiz Defend Solution

Wiz Defend’s threat response functionality provides automated next steps to contain every threat. Apply
autogenerated laC snippets, block processes with the Wiz Sensor, and collaborate with development teams to
apply root cause fixes in code.

Recommended Steps ¢! wizAl
4+ Recommended Steps

. .
@ G et I m m e d I a t e n ext s t e p s t o st o p eve ry - Check if the relevant EKS container has been compromised, and revert the changes made to the S3 bucket lifecycle - unless they were

made with a very specific goal, they put the data stored in this bucket at risk of being permanently deleted.

® 213.8.87.718 In order to remediate the issue for the long term, make sure to patch the image used by this container to a more secure version.
.
t h reat - frol I I reaC h I n Out to u Sers to IIIIIII 1. Validate actions with the user responsible for the GitHub PR
! 2. Isolate the relevant EKS container
9 AwsAutomationarchiveRole 3. Acquire a forensic snapshot of the EKS container’s volumes

4. Delete 1-day lifecycle for the affected S3 bucket

isolating resources through the control plane, v perr B
tO termi nati ng ru n n i ng processes EEEEEEEEEEEE Ask GitHub user jack.mcdougal@acme.com about related events from the alert's timeline

[ ngnix & Email 5% Slack

© Automate acquisition of disk images,

memory snapshots’ forenSiC Iogs’ and Wi AwscCLI € Create Ticket () Create Ticket O Run :“:!d
. . . - 42173
more, while preserving c hain of Custody B e o e st o s st G13vest s
@ ®  wiz-inc-wiz-sec bot reviewed last month View reviewed changes
Impact
. . ops-deploybot/go.mod -¥- Hide resolved
@ Inte grate with version control systems a nd BN RS
17+ github.com/dlclark/regexp2 v1.9.0 // indirect
118 + github.com/docker/distribution v2.8.3+incompatible // indirect

developer WO rkflOWS to identify and 19 4+ github.com/docker/docker v24.0.7+incompatible // indirect ‘-l ;
mpac
m wiz-inc-wiz-sec bot ' last mon th cee

reme d i at e is sues a t t h e co d e I evel The following vulnerability impacts github.com/docker/docker versions <24.0.9: CVE-2024-24557.

It can be remediated by updating to version 24.0.9 or higher.

v O [1593059) pkill -9 xmrig Simulation
Suggested change

github.com/docker/docker v24.0.7+incompatible // indire: Name pgrep
github.com/docker/docker v24.0.9 // indirect File patt /usr/bin/pgrep
bb83e4b5ea23bca2d474321f6a472a0717fdcdc?
0
© User Name  root
Ran at Jun 5, 2024 9:15:33.188 PM
pipe:(74256)
Stdin pipe:[126165302]
Stdout pipe:[74255)

'le Reply...

pkill -9 xmrig
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